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SUMMARY

In this paper a large class of ratio and product type estimators in
two-phase sampling is defined. This clgss includes many estimators
considered by various authors in recent Years, as its members, e.g.,
by Srivastava (1970) and Gupta (1978). It has been shown that the
asymptotic minimum variance for any estimator of the class is equal to
that of the conventional linear regression estimator for the case of two-
phase sampling when second phase sample is a subsample of the first
phase sample. For the case when the two samples are drawn indepen-
dently, an explanation is given for the lower value of the minimum
variance of the proposed class of estimators than that of the conventional

linear regression estimator, as also obtained by Srivastava (1970) and
Gupta (1978).

1. INTRODUCTION

In survey sampling we are often concerned with estimating the
mean ¥ of a certain characteristic y of the population of size N. The
precision of estimators of 7 can be increased by utilizing advance
information about a suitable auxiliary characteristic x correlated
with y.  Out of many the ratio method has been widely used when
the correlation between y and x is positive. If this correlation is
negative, a product estimator instead of a ratio estimator may be
used. Recently, considerable attention has been given to forming
ratio-type estimators and/or product-type estimators which are better
than the conventional estimators. A few examples are Srivastava
(1967), Walsh (1970), Reddy (1973, 1974) and Gupta (1978). These
estimators require a knowledge of the population mean ¥ of x.
When the population mean X is not known, it is sometimes estimated
from a preliminary large sample on which only the characteristic x
is observed. The value of X in the estimator is then réplaced by
this estimate. This technique has been called in literature, two-phase
sampling or double sampling. .
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In a recent article, Gupta (1978) bas considered estimators
replacing (X/%) and (%/X) in the conventional ratio and product
estimators by the higher order polymomials in (X/X) and (#/X)
respectively. He showed that to the first degree of approximation,
the optimum variance of the proposed estimators containing quad-
ratic terms in (X/%)and (%/X) is equal to that of the linear regression
estimator and such estimators can mot improve upon linear
regression estimator even if a third degree polynomial is taken,
which suggests that even if higher orde r polynomials are taken, the
variance of the proposed estimators to the first degree of approxima-
tion, will not decrease. In fact this foliows immediately from a
general result given by Srivastava (1971, theorem 3.1) in the particular
case of a single auxiliary variable. His result for the particular
case of a single auxiliary variable is that up to terms of order n1,
generally taken for ratio and product type estimators, estimators
of the form 3 4 (%/X) are no more efficient than the linear regression

estimator, where 4(.) is a function satisfying certain regularity
conditions.

When X is not known, Gupta (1978) has extended the results
of his proposed estimator to the two:phase sampling procedure and
has shown that the proposed estimator is superior even to the two-
phase sampling linear reggression estimator when the second phase
sample is drawn independently of the first phase sample. The same
result was obtained by Srivastava (1970) for hisexponential estimator
(See Srivastava, 1967). ’

In this paper a large class of ratio-type (product-type) estima-
tors in two- phase sampling has been considered and which will include
Gupta’s (1978) estimator and many other estsmators as special
cases. The results have been obtained for the general case when
data is collected on more than one auxiliary eharacter correlated
with the character y. The case of a single auxiliary character becomes
a special case of this. Throughout, samples have been drawn by
the method of simple random sampling without replacement.

The Estimator

Assume that information on p auxiliary characters denoted by
X1, ..., Xp could be collected. In two-phase sampling a first phase
sample of size »' is drawn from the population on which only the
auxiliary characters are measured. Then a second phase sample of
size n (<n') is drawn on which the character under study and the
auxiliary characters are measured. ) '
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Let X ,...,X, denote the sample means of the characters

X1, ...s Xp based on the first phase sample of size n’, and 3, %1, ..., %p
denote the sample means of the characters y, xi, ..., xp based on the
second phase sample of size n. Let

[
x4

Uy = % i=1, ...,p
and let u denote the column vector with elements uy, ..., up and e
denote the eolumn vector of p unit elements.

Whatever be the sample selected, let # assume valuesin a

bounded closed convex subset, D, of the p-dimensional real space
containing the point e. Let & (uy, ..., up)=h (u) be a function ofu

such that it satisfies the following conditions.
1. In D, the function i (i‘) is continuous and bounded.

2. The first and second order partial devivatives of i (u)
exist and are continuous and bounded in D.

Consider the class of estimators of the population mean 7,
defined by

j’mdk=5’ h (ul, ceey Up)=5’ h(y_) ---(1)

Any parametric function & (u) satisfying the above conditions
can be considered as a estimator of ¥. The class of such estimators
is very large and some members of this class for the case of a single
auxiliary variable, have been studied separately by various authors.
For the case of a single auxiliary character x, the class of estimators
(1) reduce to

. Jan=3 h(v) (2
where h(v) is a function of v=X'/2 such that 4 (1)=1. Taking
h (v)=a v+(1—a)?, we get the estimator (20) of Gupta -(1978).
Taking h (v)=v>, we pget the estimator considered by Srivastava
(1970). Taking A(v)=[1+0 (v~1—1)]"1, we get the two-phase sampling
analogue of the estimator considered by Reddy (1974). ‘

The bias and variance of the estimator, Puas, exist since the num-
ber of possible samples is finite and we have assumed that the function
is bounded. Expanding /i(u) aboutthe point u=eby a second order
Taylor’s seriés, we obtain -

ymnh“_:y {h(_e_)"l—(ﬁ_e_)_, h’(ﬁ)"'% (l_-c:X h” (u_') (u_—eﬁ (3)
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yr and x;; denoting the values of the characters y and x: for the kth

unit of the population. Also let2’=(b1,..., b,) be a row vector of p ;
elements and 4=[ay] by a pXp matrix (assumed to be positive 1
definite) where

CC,

bi="poi Coci and ai;=pq¢

‘0

ey, denoting the coerelation coefficient between x; and xj;, i#j, and
pos» the correlation coefficient between y and x:, p

Then, up to terms of order .n—l, we have

E(3)=E (1 —ne )i=le.,p,

E(8485)=E(- g €5 — € &€ +E,<s,), I, j=1,0u0s D.
The following two cases will be considered seperately.

Casel

When .the second phase sample of size n is a subsample of the
first phase sample of size n’, and

Case 2

When the second phase sample of size n is drawn independently
of the first phase sample of size n'.

Case 1 g ' >
In case I, we have
i 5o
oy.—
E(?)=--C

b

E@so=—( L= L) eucicy 1=l

E (3:3))= ( ) piiCiCy, i, j=1,..., D,

which gives

E(n§)=-—(—f—-———,) o ¥

= l\
|
[~

N’
QL\:
TN

EQ ¥)= (
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The variance of Jman up to the terms of order n-1, is
V (Pman)= E (Jman—T)?
=T2E{42n8 K (e)+W ()Y &' @} ..05)

=72 Cy? {—f——z (i———i—) bR (e)
HL-L)werraro} .

which is a function of #° ( e¢). Nowh (_ u) involves certain unknown
parameters to be chosen so as to minimize the variance of .45, and
b’ ( e) also will involve these parameters. Clearly the variance at
(6) is minimized for

W(e)=ab

and the minimum variance is given by

Vinin (j"mdh):TZC L—(L_L) - ——_1 b }

=nis a R2)+fS R?,

where R denotes the multiple correlatlon coefficient of y on
Xlyeeey Xp.

For the case of a single auxiliary variable x, the variance of
¥a, defined at (2) is minimized for

[ C!I
W (D=pz
and the minimum variance is given by

Vutn Ga)= L 521+ L. 52

which is the same as the variance of the linear regression estimator
in two-phase sampling (see e.g. Cochran, 1963). Thus when the
second phase sample is a subsample of the first phase sample, no
estimator of the proposed class can have smaller variance up to the
terms of order n-1, than the linear regresswn estimator in two-phase
sampling.

Case 2 :
In case I1, we have

E (n2)=7f c?

0



T
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Esye L .
7)8‘)_' - 7 Po;'COCb '=1a"'; y4

E(8‘87)=('§+"{—1) PHC(Cj, isj=11 -2 Dy
which gives

Ea)=—-L ¢t v

and :
E(s 8)= (f ’{)C 4. 1

From (5), therefore, the variance of ¥4, up to terms of order |
n~1, in this case is |

V (man)=T2C; {7f—2 A b'h'(e)

+(£+ f)(h'(e))'Ah'(e)} - ?

which is minimized for ‘

L
W (e)= 471 p |
(e)= f+_f_ A1 b
n n |
and the minimnm variance is given by 4‘
St
Venin (Pman) = iTch' (1— N — )
- n Sy L == =
n n'
I
_ S ( _ n 2) '
=wS\-F 7 x 1
.__+._,
n n

For the case of a single auxiliary character x, the variance of
P4 is minimized for
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and the minimum variance is given by

Fan 0= 85 (1= 7 2pmet) )
W

When the finite population correction terms £ and f are ignored,
the miniumm variance at (7) is given by

1 ’
me(yd;.)= TSf’ (1— n_:n, 92) .

Up to the same order of approximation the variance of the
convectional linear regression estimator in two-phase sampling, Ja,,
in this case is given by (see e.g. Cochran, 1963)

1
V (Jar)= _:TS: (1—92)+ 755 e

lg(,_nw—n ,
nS" (1 — p).

7—’%1 , > ’%’— the minimum variance of an esti-
mator of the class (2) is always smaller than that of F4 in case II.
This result was shown by Srivastava (1970) and Gupta (1978) for their -
estimators which are members of the class (2). Such a result seems
to be surprising at first site since the variance of the estimators of the
proposed class cannot be reduced below the variance of the linear
regression eslimator for the nni-phase sampling scheme as well as for
the two-phase sampling scheme in case I. This, however, happens
because of the fact that the conventional linear regression estimator
in two-phase sampling

And since

Jar=y+b (X' —X)

could be improved upon in case II of the two-phase sampling scheme
by replacing X' in the estimator with a better estimator of X based on
x-values in both the samples.
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